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Abstract

Team cohesion and the dynamics of team formation
are important parts of any project, with software
projects being no exception. An interesting aspect
of team building is the relationships formed between
the team members. Because of these relationships,
representing software team members as a graph may
be a natural way to explore team dynamics. As team
members move between projects, these graphs be-
come more and more connected as team members col-
laborate and form new relationships. We show that
this connectivity, known as the “small world effect,”
has a positive impact on team performance when the
connectivity levels are moderate. Performance de-
grades, however, at both very high and very low lev-
els of connectivity. This aligns with similar research
findings of non-software teams.

Keywords. Small World, Project Management,
Software

1 Introduction

A social network is a graph of people and the con-
nections between them. The dynamics of social
networks have proven to be an important research
topic for many different areas of study, from aca-
demic publication[2], to the success of Broadway
musicals[31]. In general, a social network is impor-
tant to understanding how ideas and influence are
spread[17]. Given that, we can begin to investigate
the best conditions for optimal group performance
within these networks.

A “small world” network is a social network char-
acterized by high clustering of graph nodes paired
with a short average path between them[33]. “Clus-
tering” in this context means how closely nodes in
the graph are related to each other, or “the friend of
my friend is also my friend.” “Average path length”

is the shortest route between all possible nodes, av-
eraged over the entire graph. For example, Milgram,
in his seminal study, found that any two people are
linked through a chain of friends and acquaintances
on average of 6 people long[22], or in other words, the
average path length between any two people is 6.

Uzzi [31] expanded on this by exploring how these
small world networks correlate to collaboration and
creativity. In his study, the network of artists in-
volved in the making of Broadway musicals from 1945
to 1989 were analyzed. Performance was then mea-
sured based on financial success and critical acclaim,
and statistically compared to the clustering and path
length of the graph.

We follow Uzzi’s work, and expand it to software
teams. We hypothesize that the qualities of a small
world graph that foster collaboration, creativity, and
the efficiency of how knowledge is transfered[18] will
also apply to software project teams. In this work,
we investigate the “small world” phenomenon quan-
titatively by exploring open source project data, and
qualitatively by a series of interviews of subject mat-
ter experts, and look to compare Uzzi’s findings to
ours.

1.1 Hypothesis

The formalization of the “small world” quality of a
graph can be expressed by the Small World Quotient,
or Q[32, 33]. The value Q is calculated by dividing
the clustering factor of a graph by the average path
length between nodes. Uzzi explored this value in
graphs of Broadway productions[31]. His findings
suggest that the success of Broadway productions is
greatest when teams have a good mix of new and
familiar members. Productions are less likely to be
successful when team members are very familiar with
each other. Also, the probability of success drops
much the same way when there is little familiarity
between team members. This indicates that there
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is an optimal ratio of new and familiar members on
a team – or, an optimal value of Q when related to
performance. Thus, we formulate our hypothesis:

Software Project Teams will perform best at mod-
erate levels of Q. This performance, measured by
the amount of interest their projects generate, will
increase as the level of Q increases for the contrib-
utor graph. This will continue up to an optimal Q
value, after which performance will begin to degrade.
Thus, the performance curve given Q will be inverse
U-shaped, and match Uzzi’s findings[31].

2 Methods

2.1 Collection and Storage

To explore our hypothesis, software project data
was collected and analyzed. This data was col-
lected using the freely available FLOSSmole[14]
datasets of free and open source projects. Two
datasets were analyzed – data from from the popu-
lar open source project site Freecode,1 and another
from the open source software repository Source-
Forge.2 The Freecode dataset contained data up
to September 2013, while the SourceForge dataset
was slightly older with data gathered up to June
2009. Both datasets were chosen because they
met two basic criteria: (1) they contained an ex-
haustive list of projects and contributors to those
projects, and (2) they provided some sort of quan-
titative measure of project “popularity.” This pop-
ularity metric will be further described in sections
below. Results were analyzed using the Python
graph processing package NetworkX[11]. All source
code pertaining to the collection and analysis can
be found at https://github.com/kevinpeterson/

small-world-effect-research.

2.2 Analysis

The collected data was organized into a graph struc-
ture, with the nodes representing the contributors
and the edges representing one or more shared project
between contributors. For our purposes, “contribu-
tors” includes any person that has been identified as
being associated with the project by the project host-
ing site (Freecode and SourceForge). It is important
to note that “contributor” does not always imply code
contributions – as issue reporting and documentation,
among other things, are valid contributions. Various

1http://freecode.com/
2http://sourceforge.net/
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Figure 1: An example bipartite graph of Projects and
Contributors

properties of the graph were analyzed, followed by a
qualitative section to help link the quantitative anal-
ysis to subject matter expert experiences.

Graph Structure

For each dataset, we first considered the dataset to
be one large graph. It was observed that the contrib-
utor graph was “disconnected,” meaning that there
was not a path between all possible nodes. From
this large disconnected graph, we extracted a set of
connected subgraphs, where each connected subgraph
was analyzed. Metrics were then computed for each
of these subgraphs. In order to correctly compute
the metrics below, a minimum subgraph size was re-
quired. Specifically, many of the graph metrics of
interest measured “triangles” of nodes and their con-
nections. This implies a subgraph of >= 3 nodes is
needed. Because of this, subgraphs of < 3 nodes were
not considered for analysis.

The contributor/project data can be represented as
a bipartite graph. A bipartite graph is a specialized
type of graph containing two disjoint sets of verti-
cies. This can be denoted by G = (P,C,E), where
P ∩ C = ∅. For our purposes, let set P be the set of
all projects, set C be the set of all contributors, and
E the edges that connect them. Each project node,
therefore, is only connected to contributor nodes, and
vice versa, as show in figure 1. In other words, the sets
P and C are disjoint. This bipartite representation
is typical of what is found in social and collaboration
networks[27].

A bipartite graph projection is necessary to further
analyze the graph. A bipartite projection involves
taking the disjoint node sets P and C, and represent-
ing the graph as relationships between only one of
those sets of nodes. A projection onto the contribu-
tor nodes, or C, of figure 1 is show in figure 2. Here,
contributors are connected directly, with edges occur-
ring if a two contributors share one or more common
projects. It is important to note that the projection
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Figure 2: A contributor (C) projection of the figure 1
bipartite graph

could have been done in terms of the projects, in-
stead of the contributors. This would have led to a
graph with nodes of projects P , each being linked by
sharing a common contributor. Projection is a com-
mon way of representing these bipartite graphs[23],
although it is known that bipartite projections are
lossy compared to the data represented in the origi-
nal graph[35].

One of the main sources of information loss is multi-
ple connections between contributors, or contributors
that share multiple projects. When doing a bipar-
tite projection based on contributors C, a single link
could represent one shared project or many. This is a
source of data loss in the projection. The simple ap-
proach is to treat one connection the same as many
connections between nodes. This is straightforward
but lossy[35, 10]. A better approach is to assign a
weight to each edge representing repeated links – or
in our case – multiple shared collaborators[34, 3].

Graph Analysis

To support our hypothesis, there are several key met-
rics to be studied in regards to the aforementioned
graph. Many of these metrics follow the work of Boc-
caletti et. al [4], and other studies of similar graph
types[18, 1].

Clustering Coefficient - Transitivity (C∆)
We calculate the Clustering Coefficient (C∆) as a
measure of the proportion of closed triangles in a
graph[25]:

C∆ = 3× number of triangles

number of connected triples

This metric shows us how closely related, or “clus-
tered,” that the graph is. It is also the probability
that two nodes will be connected if they share a com-
mon neighbor[24]. In our context, if contributors C1

and C2 both collaborate with a common contributor
C3, this metric represents the probability that C1 and
C2 will collaborate.

Clustering Coefficient - Average (Cλ)

Another approach to clustering is to take the aver-
age of each node’s local clustering coefficient[33]. To
calculate the local clustering coefficient of a node, we
follow these steps:

Given our graph of nodes C connected by edges E,
or G = (C,E), for any given node we can determine
its neighborhood (Ni), or the set of nodes directly
connected to a given node.

Ni = {vj : eij ∈ E ∧ eji ∈ E ∧ vj ∈ C}

Given this neighborhood, we can then calculate how
closely connected the nodes are. To do this, we take
the number of actual connections between neighbors
divided by the total possible number of connections,
where ki represents the count of the neighbors of a
node, or ki = |Ni|

Cλi =
2|{ejk : vj , vk ∈ Ni, ejk ∈ E}|

ki(ki − 1)

From this Local Clustering Coefficient Cλi , we can
then take the average over the entire set of nodes in
the graph.

Cλ =
1

|C|
∑
i∈C

Cλi

It is important to note that although the termi-
nology is similar[31], Cλ and C∆ are different mea-
surements. Unless otherwise noted, the Transitivity
version of this metric (C∆) will be used for all further
calculations and metrics.

Average Path Length (L)
Calculating the Average Path Length (L) allowed us
to determine how far removed contributors in the
graph are from one another. The path length is cal-
culated as the average distance between any two node
pairs in the graph:

L =
1

|C| · (|C| − 1)

∑
i 6=j

λ(vi, vj)

Where given vi ∈ C, vj ∈ C, the function λ(vi, vj)
denotes the shortest path between the two nodes. We
only considered path length for connected subgraphs,
avoiding some complexities of this calculation on dis-
connected graphs[4].

Small World Quotient (Q)
The definition of a small world graph can be formal-
ized by the following equations[15, 31]:

First, let γ∆
g equal the ratio of the clustering coef-

ficient of a given graph and a random graph.

γ∆
g =

C∆
g

C∆
rand
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Figure 3: Example Clustering Coefficient (C∆) values
for sample graphs

Next apply a similar pattern to the average path
length λg.

λg =
Lg

Lrand

Finally, the ratio of the above calculations yields
the small world quotient, or Q, of the graph.

Q =
γ∆
g

λg

We assume throughout that any graph exhibiting
Q > 1 is a small world graph.

Performance
To further explore the data, a measurement of project
performance was needed. As the explored datasets
consisted entirely of open source projects, research in-
dicates that quality, use, user satisfaction, and impact
are each possible metrics to measure performance or
success[8].

For both datasets, we based our performance met-
ric on use. For Freecode, we used the Popularity Score
metric, which is calculated by the following formula:3

((record hits+ URL hits) · (followers+ 1))1/2

For the SourceForge dataset, performance was
based on the repository’s internal rank metric.
This metric ranks each project from 1 to the to-
tal number of projects in SourceForge (Psf ), or
1 <= rank <= |Psf |. At the time of this writing, no

3http://help.freecode.com/kb/statistics/how-do-you-
measure-a-projects-popularity

formula for the rank metric could be located for ci-
tation. Note that there was no attempt to normalize
the two performance metrics between datasets. Be-
cause of this, no cross-dataset measurements can be
made, as the performance metric is only valid in the
context of the enclosing dataset.

Qualitative Analysis

So far we have explored, via data analysis, how closely
project collaborators are connected to one another,
and what correlations we can derive from this analy-
sis. We have said little as to why these connections
are made, how they are maintained, and what exactly
a connection means at a personal level. Via quali-
tative analysis, we will attempt to enrich our data
analysis by providing deeper context.

A connection between two people is much more
than an edge between two nodes in a graph. It has
been asserted that people tend to make connections
with people with whom they share similarities[21].
This idea of homophily, however, needs to be further
expanded before we can make assertions about corre-
lations to performance. It has been shown that demo-
graphic homophily is complex to measure, correlates
little to performance outcomes, and in fact correlates
negatively[29, 19]. For our purposes, it is much more
appropriate to examine how teams best leverage sim-
ilarities of knowledge and information, as the flow of
these assets can be a key driver to success[26].

In the same way we can explore the role of team
familiarity. The two types of familiarity that we
will explore are member familiarity and task/project
familiarity[12]. These metrics, although not captured
in data, could be important factors in how teams
form, and thus help us to understand why teams per-
form the way that they do.

To further study these factors, we arranged in-
terviews with two current professionals in the field.
Both have had experience with project management
and are certified Project Management Professionals
(PMP R©). We proposed to them the following ques-
tions, with the intent of expanding further the ques-
tions posed above:

Q1: How do development teams collaborate and share
ideas?

Q2: Do teams generally remain intact over mul-
tiple projects, or do members often shuffle and
re-combine?

Q3: When assembling a team, which is preferred
– members familiar with each other, or members
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familiar with the task or project?

Q4: What are some characteristics of a high
performing team?

Q5: In your experience, is it better to (A) keep
an innovative team intact, (B) periodically bring
in new members or re-assign existing members, or
(C) split up and disperse the team to as many other
projects as possible?

3 Results

3.1 Quantitative

Table 1: Freecode Statistics

Var Mean Med Max Min Std
Q 1.36 1.0 6.38 0.85 0.72
C∆ 0.91 1.0 1.0 0.18 0.19

Cλ 0.85 1.0 1.0 0.14 0.25
L 1.12 1.0 2.32 1.0 0.26
N 4.06 3.0 16.0 3.0 2.12
E 5.34 3.0 78.0 2.0 7.48
P: 41121, Pc: 156, C: 21970

Table 2: SourceForge Statistics

Var Mean Med Max Min Std
Q 1.44 1.0 8.04 0.78 0.69
C∆ 0.95 1.0 1.0 0.19 0.12

Cλ 0.91 1.0 1.0 0.08 0.19
L 1.09 1.0 3.84 1.0 0.22
N 5.38 4.0 194.0 3.0 5.27
E 15.88 6.0 8778.0 2.0 100.88
P: 163244, Pc: 9532, C: 222920

Summary statistics for the graph analysis are cap-
tured in tables 1 and 2. Statistics analyzed included:
Q - Small World Quotient
C∆ - Clustering Coefficient - Transitivity
Cλ - Clustering Coefficient - Average
L - Average Path Length
N - Number of Nodes
E - Number of Edges
The results shown were as measured over the number
of projects P , with the total number of contributors
C. The number of connected subgraphs analyzed is
shown as Pc. The connected subgraphs are the main

unit of analysis, and each statistical operation is ap-
plied to the set of subgraphs Pc.

A mean value of Q was observed to be > 1 for
both data sets, which meets the criteria for a small
world network[15]. The median, however, is 1.0 in
both cases, which does not match the small world
network criteria. A possible explanation of this is the
power-law distribution of Q observed in both data
sets (figures 6 and 7). This indicates that a large
proportion of Q values are around 1.

C∆ and Cλ both indicate values approaching
1. This observation indicates a high degree of
clustering[33]. Exploring this phenomenon further,
we can derive that most graphs conceptually resem-
ble the middle or the bottom graph in figure 3, with
relatively few resembling the top graph.

Note that Pc values are relatively small compared
to P and C values. It would be intuitive to assume
that N × Pc ≈ C – in other words, if we split the
entire graph into connected subgraphs, the number of
subgraphs (Pc) multiplied by the average number of
nodes (N) per subgraph should approximately equal
the total number of contributors (C). This, however,
is not the case. In fact, Pc is notably smaller than
expected. Recall that during analysis, subgraphs of
< 3 nodes were not considered. We can assume then
that a large number of subgraphs are very small, with
only one or two nodes. Further analysis is needed to
fully understand the implications of this observation.

To validate the hypothesis, we expect to find that
intermediate values of Q will be correlated with more
popular projects. To explore this possibility, we com-
pare the popularity given Q values as shown in fig-
ures 4 and 5. The Q values do display the inverse
U-shaped characteristic as compared to popularity,
which aligns with the findings of Uzzi[31], and sup-
ports our hypothesis.

Distribution of Q values are shown in figures 6 and
7. The values of Q generally follow a power-law distri-
bution, with most values being at our around Q = 1.
This indicates that many graphs are close to the de-
lineation of being considered small world[15].

3.2 Qualitative

The research interviews provided a look into how
some of these quantitative findings translate into ac-
tual industry practice. They also helped us to ob-
tain a deeper understanding of what we had found
in the data analysis, as we could begin to build some
workplace context into our results. There were sev-
eral re-occurring themes from which we will base our
analysis[30, 28]:
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Figure 4: Freecode Q and Project Popularity

Figure 5: SourceForge Q and Project Popularity

Figure 6: Freecode Q Distribution

Figure 7: SourceForge Q Distribution

New contributors are good, as long as the core
team remains intact.
Both participants mentioned the idea of keeping a
“core” team intact, and it was an often cited concept
in both interviews. This concept appears to align
with the idea of a core/periphery [5], where the graph
under study contains one (or many) tightly intercon-
nected subgraphs, with less tightly connected nodes
radiating out from this core.

Although our data analysis does not include any
examination of a core/periphery, it is an interesting
direction for future research. Notably, has been sug-
gested that individual performance in a group is high-
est if that individual is not in the core or the periph-
ery, but somewhere in between[6]. This is especially
interesting as it aligns in principle with our hypothe-
sis that intermediate values of Q are optimal.

Teams can stagnate without new members.
Both interview participants indicated that new mem-
bers were essential in bringing new ideas to the team.
A highly static team (or, a team with a high Q value),
runs the risk of falling behind the technology trends.
Occasional new members (or, intermediate values of
Q) were perceived as a positive in terms of informa-
tion flow.

Collaboration is key to performance.
Both interviewees suggested that team collaboration
had a direct impact on performance. Teams that
showed good collaboration both intra-team and inter-
team were noted for their positive performance char-
acteristics. Further exploration of this topic is needed
to determine more fully the nature of this collab-
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oration. Specifically, we know that high conflict is
detrimental to team performance, especially in com-
plex work environments[9]. A further research di-
rection may be whether or not good team collab-
oration/communication promotes conflict avoidance,
conflict resolution, or otherwise.

Priority, focus, and timeline are strong
drivers.
Focus was specifically called out as an indicator of
performance in one interview. Clear goals and a com-
mon objective were positive influencers, while contin-
uously shifting focus was a negative influence. Re-
search in this area suggests that creative teams have
“goals that are clear and compelling, but also open
and challenging.”[16]

Timeline was discussed as a strong factor in team
success. Team building could be thought of as func-
tion of the timeline – meaning that as the timeline of
the project increased, more time could be devoted to
team building activities.

It was also indicated that priority was a major fac-
tor. Different project priorities, and the resultant
shifting of resources, had the possible effect of weak-
ening a strong team’s core members. This can be re-
lated to focus as well, as changing priorities can cause
resource realignment and decreased overall focus.

4 Conclusion

Our hypothesis theorizes that medium values of clus-
tering between collaborators on projects is optimal for
project performance. The data analysis, specifically
figures 4 and 5, seem to support this claim. Also, our
qualitative research tends to support the hypothesis
as well. Our interviews revealed that from experi-
ence, teams perform best when a stable core is peri-
odically augmented with new members. This would
be a qualitative representation of a intermediate Q
value – significant clustering but not to the extent
of isolation. Given both the quantitative and qual-
itative analysis, we can assert to align with Uzzi’s
findings[31] and show that intermediate values of Q
are correlated with increased project performance.

5 Future Research

Social networks, interpersonal relationships, and soft-
ware development are all complex topics. We have
explored a narrow slice of these in context, and there
are some important areas of future exploration. First,
the contributor graph contains a large amount of sub-

graphs, and as a whole appears less clustered than
some other observed social network graphs – consis-
tent with Madey’s findings[20] on SourceForge data.
As noted in our analysis, a large number of these sub-
graphs have only one or two contributors. This im-
plies that a large number of contributors work alone
and on a single project. We do not, with the current
analysis, know how (or if) this degrades the quality
of our findings.

A further area of study would be how our find-
ings relate to previously defined success factors in
projects[7]. Also, we do not know directly how inter-
mediate values of Q influence performance – we can
only observe a quantitative and qualitative correla-
tion. We make a tacit equivalence to clustering and
knowledge sharing, but we have not directly observed
that in our analysis. Research does suggest that so-
cial factors are knowledge sharing motivators[13], but
how that relates specifically to our work is unexplored
here.
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Appendix A: Interview Tran-
script

Interview with Traci St. Martin, PMP R©, Mayo
Clinic, Nov 21, 2013.

Q1: How do development teams collab-
orate and share ideas?

Co-location is important for teams, as it really fos-
ters communication and collaboration. Being able to
quickly talk with someone and resolve a problem is
very important. In some cases, having the team in
the same room is beneficial, especially if the project
is going badly. That way, ideas can get discussed and
problems resolved very quickly. Regular meetings are
also important with large teams. With these meet-
ings, it is important to have the correct tools to facil-
itate communication. These meetings help projects
have visibility into each other. Management support
is essential to this communication process. Meet-
ings between teams can consist of all members of the
teams if the teams are small enough, but most of the
time should just be a representative.

Q2: Do teams generally remain intact
over multiple projects, or do members
often shuffle and re-combine?

I have had both. It really depends on the projects
and the situation at the time. It can be nice to have
new people brought in to make things different, and
to bring some new thoughts and ideas to the team.
Even one person can change the dynamics of a team,
either positively or negatively. As a project man-
ager, I have to be watchful of this, as negativity can
spread quickly. I have also noticed that as people
move around to different projects, they are generally
brought up to the level of the team. For example, if
somebody joins a high performing team, they tend to
elevate their skill to match that of the group, which
is a good thing.

Q3: When assembling a team, which
is preferred – members familiar with
each other, or members familiar with
the task or project?

Familiarity is good, but you have to account for
burnout if people work on the same project for too
long. This really depends on project dynamics, spe-
cial skills needed, etc. It is important to note, how-
ever, that team members can be familiar with each

other but not get along well, or not work well with
each other. I have had projects where team members
were very familiar with each other, but did not func-
tion well as a team. Clashing personalities and other
team problems can cause a toxic environment. Most
importantly, whether the team is familiar with each
other or not, is that they can share knowledge and
skills.

Q4: What are some characteristics of a
high performing team?

Most teams I notice go through the Forming, Storm-
ing, Norming and Performing stages. Good teams
usually have a strong leader, a good vision, and good
management support. Of course, they also possess
the necessary skills for the project (or, if not, are
willing to learn). Good teams have respect for each
other, their leadership, and their management. Pro-
fessionalism is also an indicator of a high performing
team. Teams that truly care about their job, the
team, and the project are generally more successful.
Teams are generally more successful if the individuals
themselves are skilled and talented. Being able to re-
act to change is important, and good teams generally
have good change management procedures.

Q5: In your experience, is it better to
(A) keep an innovative team intact, (B)
periodically bring in new members or
re-assign existing members, or (C) split
up and disperse the team to as many
other projects as possible?

In general, I like to keep good teams intact. It is, how-
ever, nice to bring in or add a new member to a team.
One strategy I like to employ is to bring in a new
member, train them and let them learn from the high
performing team, and move them out of the project
and into a new one. This keeps the core team intact,
which is important. Priorities can greatly influence
this, and sometimes personnel moves are driven from
higher management priorities. If experts are removed
from a high performing team, the team may suffer.
There is, however, a risk that knowledge becomes con-
centrated. High priority/high visibility teams have a
tendency to get the highest performing individuals,
which can cause other projects to suffer.
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Appendix B: Interview Tran-
script

Interview with M Iftekhar (Ifte) Rana, PMP R©, Mayo
Clinic, Nov 26, 2013.

Q1: How do development teams collab-
orate and share ideas?

In my previous experiences, there were tight depen-
dencies between teams and changes could have large
impacts. Because of this, team collaboration was im-
portant and was stressed. Because of the tight de-
pendencies, teams were involved in each other’s plan-
ning phases. We found that bringing teams together
during planning helped collaboration and communi-
cation. Also, we noticed that the quality of commu-
nication and collaboration between teams had a di-
rect impact how how teams performed, and how the
project faired as a whole.

Q2: Do teams generally remain intact
over multiple projects, or do members
often shuffle and re-combine?

It is more of a problem when focus changes rapidly.
If there is a stable focus for the project, and the goals
of the project remain relatively intact, shifting of per-
sonnel has less impact. Continuously changing focus
definitely has a negative impact on team performance.
Also, when focus is changing rapidly, it is hard to
maintain a stable team core, as they tend to get re-
assigned or loaned out to different projects.

Q3: When assembling a team, which
is preferred – members familiar with
each other, or members familiar with
the task or project?

This really depends on the time-line of the project.
Short-term projects don’t have as much time for team
bonding – it is more important to get the people with
the right skill set. For longer term projects, you have
to be much more careful about people getting along
with each other. For these types of projects, you
can afford to invest some time into getting the team
right and doing some team building. Also, with long
term projects, you have more of a chance of members
“learning on the job,” so even if the technical skills
aren’t there right away, you can factor in some learn-
ing time if they are a good fit personality-wise. It is
the same reason why we ask a lot of behavioral ques-
tions for new full-time employees, and less so with

contractors. It all depends on the time commitment
and how much team building you can plan for.

Q4: What are some characteristics of a
high performing team?

The number one most important factor for a high
performing team is good communication skills. Good
teams that I’ve worked are highly connected, and all
members of the team communication with each other.
This leads to feedback coming from many different
angles, which helps teams get better. Team perfor-
mance is usually tied directly to how well a team com-
municates and shares knowledge with each other.

Q5: In your experience, is it better to
(A) keep an innovative team intact, (B)
periodically bring in new members or
re-assign existing members, or (C) split
up and disperse the team to as many
other projects as possible?

It is usually good to keep teams intact if they are per-
forming well. That said, if you do not keep growing
the team, they will quickly lose touch with changes in
technology. New members help to bring this into the
team, and if a team is isolated they often don’t keep
up. Technology trends move very quickly, so it is es-
sential to have fast communication channels so that
information can spread quickly. Even if new/different
members aren’t coming into the team, there still
should be communication channels open. Communi-
cation between teams should happen whether or not
teams are actually working together. In general, it is
best to periodically bring in new members, but keep
the core team intact if possible.
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